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CONTINUOUS SYSTEMS

Concept of the spectrum domain

In signals

Given a temporary signal «y(t)» repetitive to a rhythm «0=2f0=2/T0», it will have their equivalent one in the spectrum domain for their harmonics determined by the «series of Fourier» in «y()».




When the temporary signal «y(t)» it is not repetitive, it is said that it is isolated, and it will have their equivalent one in the spectrum domain for their harmonics determined by the «transformed of Laplace» in «y(s= +j)». The real part of the complex variable «», that is to say «s», it is proportional to the duration of the dampling of the transitory temporary transitions, and the imaginary one «» it is proportional to the frequency or speed of the permanent state. When «=0» the encircling of Laplace coincides with the encircling of the series of Fourier.




In transfers

It is defined transfer to the quotient


G(s)
=   y(s) / u(s) ] y(0)=0
that is to say, the output on the input, in the spectrum, for null initial conditions.

We know that the same taking the form of quotient of polynomials, or of expressed quotients their polynomials like product of their roots


G(s)
=   K1 . [ cmsm + ... c0 ] / [ sn + ansn-1 + ... a1 ]  =



=   K2 . [ (s+z1) (s+z2) ... (s+zm) ] / [ (s+s1) (s+s2) ... (s+sn) ]

where m n so that it is an inertial system; that is to say, so that it is real and don't respond to infinite speeds—that is to say that the G(= ) = 0.

We observe here that the following questions are given


G(s=-z1)
=   0


G(s=-s1)
=   
and consequently we call «zeros» of the equation G(s) to the values of «s» —these are: -z1, z2, ...— that annul it, and «poles» of the equation G(s) to the values of «s» —these are: -s1, s2, ...— that make it infinite.

The transfer concept —either in the complex domain «s=+j» or in the fasorial «»—, it consists on the «transmission» of the encircling spectrum of Laplace explained previously. The following graph it wants to serve as example and explanatory




Stability

We define stability in a system when it is governable, that is to say, when their output it doesn't go to the infinite and it can regulate, or, it is annulled alone.

Let us see the matter mathematically.

Let us suppose that a pedestal is applied «1/s» to a transfer G(s)= y(s) / u(s) of a pole «1/(1+s/s1)». The output will be


y(s)
=   1 / [ s . (1+s/s1) ]


y(t)
=   1 - e-ts1
for what we will obtain three possible temporary graphs, as well as their combinations, and that they are drawn next as y(t) and the locations of the poles in the complex plane «s».




of where it is observed finally that the first case is only stable. This way, we redefine our concept of stability like «that system that doesn't have any pole in the right semi-plane», since it will provide some exponential one growing and not controllable to their output.

In summary, it is denominated to the equation of the denominator of all transfer like «characteristic equation», either expressed as polynomial or as the product of their roots, and it is the one that will determine, for the location of this roots, the stability or not of the system—transfer.

CRITERIAL OF THE CALCULATION OF STABILITY

We know that the location of the poles of a total transfer —f.ex.: with feedback Glc— it defines their stability. For that reason, at first sight, it seemed very simple to solve this topic: we experience G and H and we approach a polynomial of Glc, and we find their roots then, and of there we see the location of the poles.

If as much G as H are inertial systems without zeros and with a dominant pole; or, all that can approach to the effect, can find experimentally in a simple way the transfers if we act in the following way, that is: applying a pedestal to the input of the system


u(t)
=   U(0)   =   ...


u(s)
=   U(0) / s


G(s)
=   K / ( 1 + s  )


y(s)
=   u(s) . G(s)

y(t)
=   [ K U(0) ] . ( 1 - e-t/ )

where


y(3)
=   [ K U(0) ] . ( 1 - e-3/ )      0,98 . [ K U(0) ]

and if we measure the output then until practically it stays


T
=   ...


Y0
=   ...




we can determine


 
   3 . T   =   ...


K
=   Y0 / U(0)   =   ...

The inconvenience comes in the practice when the denominator of Glc is not of second degree, but bigger. To find the roots it should be appealed to algebraic or algorítmics annoying methods by computer. It is not dynamic. For this reason, if we are interested only in the question of stability, they are appealed to different denominated practical methods «criterial of stability». they are some of them: of Bode, of Routh, of Nyquist, of Nichols, of Liapunov, etc.

We will study that of Nyquist fundamentally for their versatility, wealth and didactics.

Approach of stability of Routh

Given the characteristic equation «F» of the system with feedback «Glc», it is equaled to zero and they are their coefficients. Then a table arms with the elements that indicate the equations, and it is observed if there is or not changes of signs in the steps of the lines of the first column. If there are them, then there will be so many poles of Glc in the right semiplane —determining unstability— as changes they happen.

Let us see this:


F(s)
=   a0sn + a1sn-1 + ... an   =   0

that for a case of sixth order


F(s)
=   a0s6 + a1s5 + a2s4  + a3s3  + a4s2  + a5s + a6 =   0



s6
a0
a2
a4
a6







s5
a1
a3
a5
0







s4
A
B
C
0




s3 
D
E
F
0





s2
G
H
I
0







s
J
K
L
0









1
M
N
O
0

where each element of the table has been determined by the following algorithm



A   
=   ( a1.a2 - a0.a3 ) / a1   =   ...


B   
=   ( a1.a4 - a0.a5 ) / a1   =   ...



C   
=   ( a1.a6 - a0.0 ) / a1   
=   ...



D   
=   ( A.a3 - a1.B ) / A   
=   ...



E   
=   ( A.a5 - a1.a6 ) / A   
=   ...



F   
=   ( A.0 - a1.0 ) / A   
=   ...



G   
=   ( D.B - A.E ) / D   
=   ...



H   
=   ( D.C - A.F ) / D   
=   ...



I   
=   ( D.0 - A.0 ) / D   
=   ...



J   
=   ( G.E - D.H ) / G   
=   ...



K   
=   ( G.F - D.I ) / G   
=   ...



L   
=   ( G.O - D.0 ) / G   
=   ...



M   
=   ( J.H - G.K ) / J   
=   ...



N   
=   ( J.I - G.L ) / J   
=   ...



O   
=   ( J.0 - G.0 ) / J   
=   ...

and it is observed the possible sign changes that leave happening in



a0  a1  A  D  G  J  M

For particular cases it should be helped with the reference bibliography.

Approach of stability of Nyquist

Given the transfers of a system with feedback expressed as quotients of polynomials of zeros «Z» and of poles «P»


G(s)
=   ZG / PG



H(s)
=   ZH / PH

G(s)H(s)
=   ZGH / PGH   
=   (ZG / PG) (ZH / PH)   =   ZG ZH / PG PH  


F(s)
=   ZF / PF   
=   1 + G(s)H(s)   =   1 + ZGH / PGH   =   (PGH + ZGH) / PGH 

Glc(s)
=   ZGlc / PGlc   
=   G(s) / [ 1 + G(s)H(s) ]   =   G(s) / F(s)   =



=   (ZG / PG) / [ (PGH + ZGH) / PGH ]   =   (ZG PH) / (PGH + ZGH) 

where is seen that the stability of the closed loop depends on the zeros of the characteristic equation


PGlc   
=   ZF    

=   (PGH + ZGH) 

This way, our analyses will be centered on F(s). We suppose that it has the form


F(s)
=   KF . [ (s+z1) (s+z2) ... ] / [ (s+s1) (s+s2) ... ]   =



=   KF . [ (M1ej1) (M2ej2) ... ] / [ (s+s1) (s+s2) ... ]   

and in the domain fasorial

F()
=   F(s) ]0   
=   R () + j I ()
what will determine two corresponding correlated planes one another: the «s» to the «»


F(s)
   F()
that is to say, that a certain value of «s=sA= A+jA» it determines a point «A» in the plane of F(s=sA) and other  «=A» in that of F(=A); another contiguous point «B» the effect will continue, and so forth to the infinite that we denominate point «Z», forming a closed line then with principle and end so much in F(s) like in F().




If now we have present that a curve closed in F(s) it contains a zero, then this curve will make a complete closing of the center of coordinated in F(), since


1
gira 1 vuelta completa


F(s)
=   (M1ej1) . algo   gira 1 vuelta completa


F()
gira 1 vuelta completa

and if what contains is a pole the turn it will be in opposed sense; and if the quantity of zeros and contained poles are the same one it won't rotate; but yes it will make it in the first way when there is a bigger quantity of zeros that of poles, that is to say when


PF <  ZF



This property will be used to contain the whole right semiplane —that is the one that presents the difficulty in the study of the stability of Glc— of F(s) and with it to know in F(), that if the center is contained of coordinated, there is at least a zero —pole of Glc— introducing uncertainty.




As of the practice G(s) and H(s) are obtained, it is more comfortable to work in the graph of Nyquist with the gain of open loop G(s)H(s) and not with the characteristic equation F(s). For such a reason, and as the variable «s» it is common to the graphs of both, one will work then on the first one and not the second. In other words, as


G()H()
=   F() -  1

the curve in the domain G()H() it will be observed if it contains or not the point «-1+j0».

If exists the «uncertainty of Nyquist» as for that one doesn't know if it has some pole that is hiding the situation, to leave doubts it can be appealed to Ruth's technique. For it, with Nyquist can only have the security of when a system is unstable, but not to have the security of when it is not it.

The graph of Nyquist is not only useful to know if a system is or not unstable —or rather to have the security that it is it—, but rather it is very useful for other design considerations, of calculation of over-peaks, of gain and phase margins, etc.

Example

Be the transfer of open loop


G(s)H(s)
=   1 / s2 (s+1)

To trace the graph we can appeal to different technical. We will propose that that divides it in four tracts: lines I, II, III and IV. We use for it the following tables and approaches:

Line I (s = 0 + j, 0+ )


IGHI
=   1 / 2 (2+1)1/2


0,7
10-3
0



GH
=   -  - arc tg /1

-
-1,25
-1,47
-1,5








0
1
10

Line II (s =  ej)


GH
=   1 / ( ej)2 ( ej + 1)   =   0 e-j3
That is to say that when rotating «s» half turn with radio infinite in address of clock, GH makes it with radio null three half turn in address reverse.

Line III (s = 0 - j, - -0-)


IGHI
=   1 / 2 (2+1)1/2

0
10-3
0,7




GH
=   -  - arc tg (-/1)

-0,5
-0,53
-0,75
-









10
1
0

Line IV (s = 0 ej)


GH
=   1 / (0 ej)2 (0 ej + 1)   =    e-j2
That is to say that when rotating «s» half turn with null radio in reverse address, GH makes it with radio infinite two half turn in clock address.




It is observed in this example that has been given two turns containing to the point «-1+j0», indicating this that no matter that GH is stable since it has its poles in «0» and in «-1» —none in the right—, when closing the loop the Glc it will be unstable since there will be, at least, two poles of this —due to twice of confinement— in right semiplane.

We can verify this case with the algebraic following


PGlc   
=   PGH + 1   =   s2 (s+1) + 1  =   (s+a) (s+b) (s+c)


s2 (s+1) + 1  =   s3 + s2 + s.0 + 1


(s+a) (s+b) (s+c)   =   s3 + s2 (a+b+c) + s (ab+bc+ac) + abc


(a+b+c)

=   1


(ab+bc+ac)
=   0
 some should be negative


abc

=   1

Simplification for inertial simple systems

When the transfers G and H are simple, that is to say, when the loop systems Glc responds to inertial simple servomechanism —f.ex.: types 0 and 1—, then it is enough the analysis only of the first line of the graph of Nyquist.

They can in this to be observed different other aspects of interest.

The first is that they will only be kept in mind the dominant poles, and the other ones don't affect practically, like it is presented in the figure.




In second place that if the open loop is of not more than two poles, it will never be unstable to be the curve far from the critical point «-1+j0».




In third place that this first line is the one that corresponds to the graphs of Bode —not studied here.

Gain and phase margins

The gain margins «A» and of phase «» they are illustrative factors of the amplitude that we can increase the gain of the open loop GH and to displace its phase, for a given critical frequency «k y c» respectively, without unstability takes place —in closed loop Glc. These are defined for convention in the following way







The way to calculate analytically one and another is the following


Calculation of A)
With 

G()H() = IGHI() . ej() = ...





we propose
(k) = -  





we find

k = ...





and with it
A(k) = 1 / IGHI(k) = ...


Calculation of)
With 

G()H() = IGHI() . ej() = ...





we propose
IGHI(c) = 1  





we find

c = ...





and with it
(c) =  - I(c)I = ...

Calculation of the over-peak

In the bibliography that is given like reference is shown universal abacus that allow to find the percentage of the module of the closed loop graphically Glc, according to the approach that has the curve of Nyquist with the critical point «-1+j0».







Systems MI-MO

When they are many the inputs and the outputs to the system, the stability of each individual transfer will be analyzed, or its group in matrix given by the roots of the polynomial of the total characteristic equation




Det (sI - Af)  =  Det G(s) . Det H(s) . Det [ I + G(s)H(s) ]  =  (s+sf1) (s+sf2) ...  =  0

Systems with delay

When we have a delay of «»seconds in an open loop, this effect should be considered in the total transfer of loop like a transfer e-s in cascade with the open loop GH, that is to say


G(s)H(s)]efectivo
=   G(s)H(s)e-s
and the graph of Nyquist should be corrected in this value, modifying the cartesian axes in an angle c, where c is denominated critical frequency to be the next to the critical point..




DISCREET SYSTEMS
We know the correspondence among the variables of Laplace and «z» for a sampling of rhythm «T»


z
=   esT
or


z
=   esT
=   e(+j)T
=   eT. ejT


where we observe the correspondence



   IzI = eT


   angle of z = T

that is to say, that given the only condition of stability of the poles «-si = -(i+ji)» of a continuous closed loop Glc(s)

Glc(s)
=   ZGlc / PGlc   =   ZGlc / [ (s+s1) (s+s2) (s+si) ... ]


i
0

it is for the discreet system Glc(z) that the only condition of their poles «-zi» it is


Glc(z)
=   ZGlc / PGlc   =   ZGlc / [ (z+z1) (z+z2) (z+zi) ... ]


-zi
=   e(-si)T
=   e-(i+ji)T
=   e-iT. e-jiT

IzI 
=   e-iT

   1
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