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GENERALITIES

Spectral analysis of the signs


We know that a sign anyone temporary v(t) it can be expressed in the spectrum, that is to say, in their content harmonic v() and where the module of Laplace v(s) transformation it is their contour.


When it has a period T0 it can be expressed in the time with the help of the transformation in series of Fourier.


v(t)  =  (1/T0)  v(n0)  e j n0t

0  =  n 2/T0  (con n = 0, 1, 2, 3, ...)


T0  =  T1 + T2



where v(n 0) it is the contour in the spectrum


v(n 0)  =  v(n 0) e j (n 0)  =  -T1T2  v1(t) e j n 0 t  t


It is useful many times to interpret this with trigonometry


v(t)  =    (1/T0) { v0 + 2  n=1 v(n 0) cos [n0t  + (n 0)] }   =


      =   n=1 Vn cos [n0t + (n 0))] 


v0  =   -T1T2 v1(t) t


v(n 0)  =  (va(n 0)2 + vb(n 0)2)1/2

(n 0)  =  - arc tg (vb(n 0)/va(n 0))


va(n 0)  =   -T1T2 v1(t) cos n0t t


vb(n 0)  =   -T1T2 v1(t) sen n0t t


When the signal is isolated we will have an uncertain content of harmonic


v(t)  =  (1/T0)  v()  e j   t  =  (1/2)  v()  e j t  t


v()  =  v() e j ()  =  -T1T2  v1(t) e j  t  t




Theorem of the sampling

When we have a signal v(t) and it is samplig like v(t)#, it will be obtained of her an information that contains it. In the following graph the effect is shown. That is to say, that will correspond for the useful signal and their harmonics


v(t)  =  V0 + V1 cos (1t + 1) + V2 cos (2t + 2) + ...


vc(t)  =  1 + k1 cos (ct + 1c) + k3 cos (3ct + 3c) + ...


v(t)#  =  v(t) vc(t)  =


        =  V0 (1 + k1 + k3 + ...) + [ V1 cos (1t + 1) + V2 cos (2t + 2) + ... ] +


            + (k1V1/2) { cos [(c+1)t + 2-1] + cos [(c-1)t + 1-1] }  +


            + (k3V2/2) { cos [(3c+2)t + 2-3] + cos [(3c-2)t + 1-3] }  + ...




that is to say that, in v(t)# it is the v(t) incorporate as


V0 (1 + k1 + k3 + ...) + [ V1 cos (1t + 1) + V2 cos (2t + 2) + ... ]


For applications when the sample is instantaneous v(t)* (it is no longer more v(t)#), the equations are the same ones but diminishing kTc and therefore the spectral contour vc() it will be plain. In the practical applications these samples are retained by what is denominated a system Retainer of Order Cero (R.O.C.) and then coded in a certain digital binary code for recently then to process them in the transcepcions.


Returning to him ours, the Theorem of the Sampling indicates the minimum frequency, also well-known as frequency of Nyquist, that can be used without losing the useful band B, that is to say to v(t). Obviously it will be of empiric perception its value, since to have information of both hemicicles of the sine wave more compromising of the useful band B, it will be necessary that we owe sampling to each one at least. Then it says this Theorem simply


c   2 B

question that can also be observed in the precedent graphs of v()# in those which, for not superimposing the spectra, it should be


B    c - B

Mensuration of the information
Generalities


The signal sources are always contingents, that is to say, possible to give an or another information. For such a reason a way to quantify this is measuring its probability that it exists in a transception channel.


We distinguish something in this: the message of the information. The first one will take a second, that is to say, it will be the responsible one of transporting the content of a fact that, as such, it will possess «n» objects (symbols) that are presented of «N» available, and they will have each one of them a certain probability «Pi» of appearing, such that:

                   
N  Pi  =  1

and with it, for a source of objects statistically independent (source of null memory) the information «I» it completes a series of requirements; that is


— The information «I» it is a function of the probability PM of choosing the message «M»


    I  =  I(PM)  


— We are speaking of realities of the world



— The probability PM of being transmitted the message «M» it exists


    
    0  PM  1



— The information «I» it exists


    
    0  I


— The information «I» it is inversely proportional to the probability of the message PM
— To maximum probability of being given the message «M» it is the minimum 

    information «I»



    lim(PM  1) I  =  0



— The variations of probabilities in the messages are inversely proportional to their 
    
    informations



    PM1 <  PM2      I(PM1) > I(PM2)

and it has been seen that the mathematical expression that satisfies these conditions is the logarithm. Either that we choose the decimal or not, the information then for each symbol it is

                   
Ii  =  log10 Pi -1 =  log Pi -1  [Hartley = Ha]

                   
Ii  =  log2 Pi -1 [BInary uniT = bit]

                   
Ii  =  loge Pi -1 =  ln Pi -1  [Nats]




 
For n» 1 presented objects will be then the total information of the message

                   
I  =  n  Ii 

the average information of the source

                   
Imedf =  N  N Pi Ii  [Ha]

the entropy of the source (that is also the mathematical hope of the information M(I))
                  
0  Hf  [H/objeto] =   M(I)  = Imedf / N  = N Pi Ii     log N

the average information of the message

                   
Imed  =  n n Pi Ii  [Ha]

and the entropy of the message

                   
0  H   =  Imed / n  = n Pi Ii  =  n Pi log Pi -1    log  N


We define a channel of information like

"A channel of information comes determined by an input alphabet A = {ai}, i = 1, 2, ..., r; an output alphabet B = {bj}, j = 1, 2, ..., s; and a group of conditional probabilities P(bj/ai). P(bj/ai) it is the probability of receiving to the output the symbol bj when it sends himself the symbol of input ai."

and this way, indeed, for a channel of information the following concepts are had: the mutual information (that is equal to the capacity of the channel)



I (A; B)
=   H (A) - H (A/B)
and their equivocation


E (A/B)
=   A,B  P(a,b) log P(a/b)-1
The information of a signal


Here we study the signals that are given in the time. They are sampling like it has been seen precedently and the message of them travels along the transception, carrying a quantity of information «I» that we want to evaluate in their form average « Imed ».


If we define then


kTc
period minimum that we obtain of the sign


Tc
time in that the information is evaluated (period of sampling)


P
probability of being given the sign in a level


N
total number of possible levels

we have the following concepts


C  =  (1/kTc) log2 N  [bit/seg = baudio]
quantity of information


Cmed  =  k  Pi log Pi-1 [bit/seg]

entropy or quantity of average information


I  =  T0 C  [bit]



information


Imed  =  T0 Cmed  [bit]


average information

MODULATION
Generalities


It is to use the benefits of the high frequencies to transport to the small. In this we have the benefits of the decrease of the sizes of antennas, of the possibility of using little spectrum for a wide range of other useful spectra, of the codes, etc.


We will use the following terminology


vm(t) 


modulating signal (to modulate-demodulate)


vm(t) = Vm cos mt
harmonic of the band bases useful of vm(t) (m <<  c)


m(t) =  cos mt
relative harmonic of the band bases useful of vm(t) 


vc(t)


carrier signal and also of sampling


vc(t) = Vc cos ct
carrier signal sine wave


Pm  =  Vm2 / 2

normalized power of the harmonic of the band bases useful


Pc  =  Vc2 / 2

normalized power of the harmonic of the carrier signal


Po


normalized power of the harmonic of the modulating signal


PBL


normalized power of the harmonic of the one lateral band


vo(t) = vo cos (ct + )
modulated signal





normalized index of amplitude modulation 





(0  = Vm/1[V]  1)





index of frequency modulation (frequency or phase) ( = c/m)


c


variation of the carrier frequency (c = KOCVVm)


KOCV


constant transfer of the OCV modulator of FM


B


B band bases useful of vm(t) that will contain a





harmonic m (B<<c)


m


harmonic of the band bases useful of vm(t) (m <<  c)


c =  t

fundamental or only harmonica of vc(t)




initial phase of vo(t)

 = ct + 

angle or phase instantaneous of vo(t)

This way, we know that to the carrier vc(t) already modulated as vo(t) it will contain, in itself, three possible ways to be modulated


— modulating their amplitude (vo) (MA: Amplitude Modulation)



— carrier and two lateral bands (MAC: Complete Amplitude Modulation)



— two lateral bands (DBL: Double Lateral Band)



— one lateral band (BLU: Unique Lateral Band)



— piece of a lateral band (BLV: Vestige Lateral Band)


— modulating their instantaneous phase () (M: Angle Modulation)



— modulating their frequency (c =  t) (MF: Frequency Modulation)



— modulating their initial phase (  ) (MP: Phase Modulation)


Basically it consists on a process of transcription of the band bases B to the domain of the high frequency of carrier c —no exactly  it is this way for big modulation indexes in M. The following drawings explain what is said. When we have these lows index of modulation, then the form of the temporary equation of the modulated sign is practically the same in the MAC that in the M; that is


vo(t) = Vc { cos (ct) + (/2) [ cos (c + m)t + cos (c - m) ] }   
 MAC


vo(t) = Vc { cos (ct) + (/2) [ cos (c + m)t - cos (c - m) ] }  

 M



Amplitude Modulation (MA)

Generalities


The sign modulated obtained vo(t) in the MAC it has the form of the product of the carrier with the modulating, more the carrier


vo(t)  =  m(t) vc(t) + vc(t)  =  ( cos mt) (Vc cos ct) + Vc cos ct  =


        =  (Vc/ 2) [ cos (c + m)t + cos (c - m) ] + Vc cos ct  =


        =  Vc { cos ct +  (/ 2) [ cos (c + m)t + cos (c - m) ] }




and a power that depends not only on the modulation, but rather without this same the transmitter loses energy unsuccessfully


Po  =  2 PBL + Pc  = 2 [0,707(Vc/ 2)]2 + (0,707Vc)2  =  Vc2 (0,5 + 0,252)  =


      =  Pc (1 + 0,52)


The way to transmit suppressing the carrier is denominated DBL, and when it is only made with an alone one we are speaking of BLU. Obviously in both cases there is not energy expense without modulation, but like it will be seen appropriately in the demodulation, the inconvenience is other, that is: it gets lost quality of the sign modulating. This way, respectively for one and another case


Po(DBL)  =  2 PBL  =  2 [0,707(Vc/ 2)]2  =  0,25 2 Vc2  =  0,52 Pc 


Po(BLU)  =  PBL  =  0,707(Vc/ 2)2  =  0,125 2 Vc2  =  0,252 Pc 

Double lateral band and carrier (MAC)

Generalities


It is drawn the form in that observes in an osciloscoupe the modulated signal next. Here, in the transmission antenna, it is where finally the true and effective modulation index is measured (without normalizing it at 1 [V])


  =  Vm / Vc

vo(t)  =  m(t) vc(t) + vc(t)  =  ( cos mt) (Vc cos ct) + Vc cos ct  =


        =  Vc { cos ct +  (/ 2) [ cos (c + m)t + cos (c - m) ] }





This modulation type, like it even transports energy without modulation and due to the faulty efficiency of the stages amplificators in class A, it always uses on high level. That is to say that is only implemented in the output of power of the transmitter; but this doesn't prevent that for certain specific applications that are not surely those of ordinary transception, this is made in low level, that is to say in stages previous to that of output.

Generation with quadratic and lineal element


The diagram is presented in the following figure. For example it can be implemented in low level with a JFET, and then with a simple syntony to capture the MA. Truly, it is this case a simplification of any other generality of transfer of more order, since they will always be generated harmonic.




Generation with element of rectilinear segment


The element of rectilinear segment is a transfer rectificator, that can consist on a simple diode. The diagram following sample the equivalence that has with a samplig, since (vc+vm)# they are the hemicycles of sine wave vc changing their amplitude to the speed of the modulation; then the syntonized filter will capture the 2B necessary and centered to c to go out with the MAC.





The following implementation (amplifier in class C analyzed in chapter amplifiers of RF) it shows this design that, respecting the philosophy from the old valves to vacuum, they were projected the modulators.




Generation for product


Taking advantage of the transconductance of a TBJ a modulator of this type can either be implemented in low or on high level. In the trade integrated circuits dedicated to such an end for low level exist. Their behavior equation will be the following one, where a great amplitude of vm changes the polarization of the TBJ to go varying its gm that will amplify to the small signal of carrier vc


IB~   IBE0 eVBE/VT

IB  =  IBQ (1 +  cos mt)


gm  =  IC VBE  =  IBE0 eVBE/VT / VT  =   IB / VT  =  IC / VT =  ICQ (1 +  cos mt) / VT




Av  =  vce / vbe  =  gm RL  =  ICQRL (1 +  cos mt) / VT

vbe  =  vc  =  Vc cos ct


vo  =  vce  =  Av vbe  =  Av (vc + vm)  =   ( ICQRLVc / VT ) (1 +  cos mt) cos ct   = 


      =  ( ICQRLVc / VT ) { cos ct + (/2) [cos (c + m)t + cos (c - m)] }




Generation for saturation of the characteristics of a TBJ


We generate in the transmitter an oscillator that commutes a TBJ in the stage of power output. This frees the amplitude of the carrier oscillator before incorrect polarizations in the base of the class C. This way, we work with carriers that, when being squared, they contain a rich harmonic content and where the fundamental one will have the biggest useful energy and, therefore, it is the convenient one to syntonize as exit.


When we need to increase to the maximum the energy efficiency of this stage (f.ex.: in portable equipment) it will be necessary to adapt the exit stage to the propagation-antenna line (always among these they will be adapted to avoid faulty R.O.E.); it is not this way for powers of bigger magnitude of the common applications.


The circuit following sample a possible implementation in class A of a modulator of MAC disadapted (in a similar way it can be configured in class B type Push-Pull or complementary symmetry increasing the energy efficiency)





The pulses in class C (to see the analysis of this circuit in the chapter of amplifiers of RF class C) in base that are transmitted to the collector and that they will change their intensity with the angle of conduction of the diode base-emitter. To adjust this experimentally we have to the divider R8-R9 and the negative source VCC. Truly this can be omitted if we saturate the TBJ; so this network is unnecessary for practical uses.


We can denominate as effective voltage of source VCCef to which is disacoupled for C7 in RF


VCCef  =  VCC + vm

1 / BC7    >>   Rg (N1/N2)2

1 / cC7    <<   cL7

The antenna will have a certain radiation impedance complex Zrad if it doesn't fulfill the typical requirements, and that it will be able to be measured and adapted according to what is explained in the chapter of antennas and transmission lines. Mainly, being portable, their magnitude constantly changes for the effect of the physical environment.


The circuit syntony p that has been chosen presents two important advantages in front of that of simple syntony; that is: it allows us to adjust the adaptation of impedance as well as the band width. On the other hand, in the filter of simple syntony, one of the two things is only possible. To analyze this network we can simplify the things and to divide it in two parts like sample the following figure


c  =  1 / [ L31(C1+Cce) ]1/2  =  1 / (L32C2)1/2 


Q1  =  cL31 / Rref


Q2  =  cC2R0

Rref  =  R0 / Q22

Psalmax  =  VCC2 (1 + 0,5 2) / 2 Rref  




where


Q0ef  =  Q1  =  cR0  [ C22 / (C1 + Cbe) ]

Ref  =  RrefQ12  =  R0  [ C2 / (C1 + Cbe) ]2
and the limit of this simple syntony will be given by the band width to transmit 2B and the selectivity that it is needed (although it is not used in the practice, filters of maximum plain can be used, of same undulation, etc.)


Q0ef    c / 2B

Design


Be the data


Rg  = ...   N1/N2  = ...   fmmin  = ...   fmmax  = ... <<  fc  = ...   Psalmax  = ...     = ...   1


We adopt a TBJ and of the manual we obtain


Cce  = ...


VCEADM  = ...

what will allow us to choose a source


VCC  = ...   <  VCEADM / 2


We subsequently also adopt an antenna and adapted line (one has examples of this topic in the chapter of antennas and transmission lines)


Z0  =  R0  = ...


Now, for the equations seen we obtain


Ref  =  VCC2 (1 + 0,5 2) / 2 Psalmax  = ...


Q0ef  = ...    c / 2(mmax - mmin)


C1  =  (Q0ef / cRref) - Cce  = ...


C2  =  (C1 + Cce) (Rref / R0)1/2  = ...


L3  =  L31 + L32  =  [ ( 1 / C1+Cce ) + (1 / C2) ] / c2  = ...

and for not altering the made calculations we verify


R3  = ...   <<  Rref  =  1 / R0 (cC2)2

As for the filter of RF


C7  = ...   <<  1 / mmaxRg(N1/N2)2

L7  = ...   >>  1 / c2C7

Subsequently, with the purpose of getting the auto-polarization in the base, we adopt (for a meticulous calculation of R8-R9 to appeal to the chapter of amplifiers of RF class C)


C8  = ...  

and we estimate (the best thing will be to experience their value)


R8  = ...  >>  2 / cC7
Double lateral band without carrier (DBL)

Generalities


The sign modulated obtained vo(t) in DBL it has only the product of the carrier with the modulating


vo(t)  =  m(t) vc(t) =  ( cos mt) (Vc cos ct)  =  (Vc/ 2) [ cos (c + m)t + cos (c - m) 


The form of the signal modulated for an index of modulation of the 100 [%] is drawn subsequently.



Generation for product


To multiply sine waves in RF is difficult, so a similar artifice is used. Taking advantage of that demonstrated in the precedent equations, it takes a carrier sine wave and it clips it to him transforming it in square wave. They appear this way harmonic odd that, each one of them, will multiply with the sign modulating generating a DBL for the fundamental one and also for each harmonic. Then it is syntonized, in general to the fundamental that is the one that has bigger amplitude.


This way, if we call «n» to the order of the odd harmonic (n = 1 are the fundamental) this harmonic content can be as


vcLIM ()  =  -Tc/4Tc/4  Vc e j n ct t  =  (Vc/c) sen (ncTc/4)  /  (ncTc/4)


             =  (Vc/c) sen (n/2)  /  (n/2)


Q(n c)     nc / [(nc + m) - (nc - m)]


Subsequently we show a possible implementation. The carrier becomes present in the secondary polarizing in direct and inverse to the diodes as if they were interruptors. This way then, sampling is achieved to the modulating and then to filter the fundamental in


c  =  1 / L1C1

Q1     c / 2B





We can also make use of integrated circuits dedicated to such an end. The circuit following sample the operation approach already explained previously when seeing the topic of generation of MAC for product, but changing in the fact to invest the signals; here the great amplitude is due to vc that changes the polarization of the TBJ with the purpose of going varying its gm that will amplify to the small sign of modulation vm.


gm  =  ICQ (1 + cos ct) / VT

Av  =  vce / vbe  =  gm RL  =  ICQRL (1 + cos ct) / VT

vbe  =  vm  =  Vc cos mt


vo  =  vce  =  Av vbe  =  Av vm  =   (  ICQRLVc / VT ) (1 + cos ct) cos mt   = 


      =  ( ICQRLVc / VT ) {  cos mt + (/2) [cos (c + m)t + cos (c - m)] }




Generation for quadratic element


The diagram is presented in the following figure. Only a transfer that distorts without lineal component will guarantee that there is not carrier.





For example it can be implemented in low power with a JFET, and then with a simple syntony to capture the DBL. Their behavior equations are the following


c  =  1 / L1C1

Q1     c / 2B


vgs1  =  vm + vc - VGG

vgs2  =  - vm + vc - VGG

vo  =  (id1 - id2)  =  IDSScL1Q1 [ (1 + vgs2/VP)2 - (1 - vgs1/VP)2 ]  =


     =  (8IDSScL1Q1/VP2) [ (VGG - VP/2) vm - vc vm ]    (8IDSScL1Q1/VP2) vc vm



Unique lateral band (BLU)

Generalities


This is a special case of the DBL where one of the bands is filtrate, or a mathematical method is used to obtain it. For simplicity of the equations we will work with the inferior band. The result of the modulation is kind of a MA and combined M; subsequently we show their temporary form


vo(t) =  (Vc/ 2) cos (c - m) t


[image: image1.png]



Generation for filtrate


This generation is made firstly as DBL and then with a filter the wanted lateral band is obtained. The inconvenience that has this system is in the selectivity and plain of the filter; for this reason the approaches are used seen in the filters LC of maximum plain, same undulation, simple syntonies producing the selectivity with crystals, or also with mechanical filters.

Generation for phase displacement


The following implementation, among other variants of phase displacements, shows that we can obtain BLU


v1  =  vm vc  =  ( cos mt) (Vc cos ct)


v2  =  ( sen mt) (Vc sen ct)


v0  =  v1 + v2  =  ( Vc cos (c - m)t





Now then, to displace an angle anyone of the carrier is simple, but to obtain it for an entire band bases B is difficult. Consequently this modulator here finds its limitations, and it is common for this reason to be changed the displacements implementing them otherwise.

Generation for code of pulses (PCM)


The code here is like in the following system, where they are


n

number of quantification levels

m

number of pulses used to take place «n»


N = nm

effective number of levels




being the sign in an osciloscoupe the following (in voPCM we have only pulses coded without change of amplitude)





The quantity of information that is used is


C  =  (1/kTc) log2 N  =  (m/kTc) log2 n

and the differences of the system produce a distortion that (mistakenly) it is denominated quantification noise  [V], and being then their magnitude vo will be limited in a proportion K such that


vo  =  K 



and knowing that the amplitudes go of 0  i  (n-1)vo, in steps of magnitude vo like it was said, their value quadratic average is


P  =  (1/n)  i=0 n-1 (i vo)2  =  K22 (n - 1) (2n - 1) / 6

and on the other hand as the value average of voltage of the pulses with same probability of to happen is K(n - 1)/2 then the power of the useful signal is


S  =  P  -  [K(n - 1) / 2]2  =  K22 (n2 - 1) / 12

and ordering it as relationship signal to noise (S/R) of PCM


(S/R)PCM  =  K2(n2 - 1) / 12

that finally replacing it in the quantity of information is obtained


C  =  (m/2kTc) log2 [1 + 12 (S/R)PCM / K2]


We can also be interested in the relationship (S/R)PCM that has with respect to N. For we call it sampling error at the level of decision of the quantification and that it will have a maximum in


max  =  vo / 2

and we outline the power of quantification noise normalized at 1 []


R  =  (1/vo)  maxmax 2   =  vo2 / 2

as well as the relationship signal to noise voltages


(s/r)PCM  =  (N vo) / R1/2
so that finally we find


(S/R)PCM  =  (s/r)2PCM  =  12 N2
Generation OOK


Here it is modulated binarily to the carrier. The effect is shown in the following figure, where we see that the band width for the transmission is double with respect to that of the pulses, that is to say, practically 2(c - /qTm).




Generation PAM


We call with this name to the modulation for the amplitude of the pulse. The system consists on sampling to the sign useful vm to vc and to make it go by a filter low-pass F() retainer like a period monostable kTc and of court in F. This filter will allow to pass the sampling pulses to rhythm c


F  > c
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